DeepSeek desafia gigantes da IA: 50% de custos e cortes de API - Against
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A empresa chinesa DeepSeek apresentou uma versao experimental de seu modelo de linguagem,
DeepSeek-V3.2-Exp, que pela primeira vez implementa sua propria verséo de atengéo esparsa,
uma técnica que reduz significativamente o custo computacional do processamento de sequéncias
de texto longas . O novo mecanismo, chamado DeepSeek Atencédo Esparsa, € dito ser capaz de
reduzir os custos operacionais do modelo quase pela metade . Para demonstrar essas
economias, a empresa reduziu o preco de sua APl em 50%.

O problema da sobrecarga computacional em grandes modelos de linguagem é particularmente
agudo para diadlogos longos. A arquitetura classica do Transformer, desenvolvida em 2017, compara
cada palavra na sequéncia de entrada com todas as outras palavras, resultando em um aumento
guadratico no numero de operacgdes. Para mil palavras, isso se traduz em um milh&do de
comparacoes e, para dez mil palavras, em cem milhdes. Essa sobrecarga aumenta o uso de
recursos em sessoes longas e diminui o desempenho, pois o sistema é forcado a reanalisar todo
o histérico de dialogo para cada nova solicitacao.

A tecnologia de atencédo esparsa funciona de maneira diferente. Ele ndo combina todas as
palavras com todas as outras, mas seleciona um conjunto limitado das conexdes mais
significativas. O DeepSeek usa um mecanismo proprietario chamado o Lightning Indexer, um
pequeno Unidade de rede neural adicional que avalia a significancia dos pares de palavras e
seleciona até 2.048 das conexfes mais relevantes para cada posicao . A empresa nao divulgou
detalhes sobre como o indexador toma suas decisdes, mas diz ndo compromete a qualidade da
compreensao do texto.

Testes internos mostraram que o novo modelo fornece resultados comparaveis a versao
anterior, DeepSeek-V3.1-Terminus , mantendo alta preciséo e capacidade de processar
sequéncias longas. Notavelmente, o DeepSeek abriu o cédigo de seus componentes sob a
licenca do MIT e forneceu pesos acessiveis ao publico, permitindo que outros pesquisadores
testem e desenvolvam as solugdes propostas.

O DeepSeek ganhou as manchetes pela primeira vez em janeiro, quando seu modelo R1
correspondeu ao desempenho 01 da OpenAl com um custo de treinamento de apenas US$ 6
milh&es . Além disso, o aplicativo de bate-papo da empresa liderou brevemente a loja de
aplicativos do iPhone, superando o ChatGPT. Desde entdo, a atencao da industria se concentrou
no laboratorio chinés, que foi forcado a encontrar maneiras de otimizar seus calculos devido ao
acesso limitado a GPUs modernas e outros chips especializados devido a restrigdes de exportagao.
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Embora essa abordagem tenha recebido pouca atencao por muito tempo e tenha sido usada pela
primeira vez no GPT-3 e em varios outros modelos por desenvolvedores ocidentais, 0 DeepSeek
afirma que Sua implementacédo permitiu um ajuste preciso e uma reducéao significativa nos
custos computacionais sem qualquer perda perceptivel de qualidade. Especialistas
independentes ainda ndo confirmaram esses resultados, mas se as conclusdes da empresa
estiverem corretas, esses métodos podem mudar significativamente a economia do uso de modelos
de IA a longo prazo.
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